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4 I. Sobirov et al.

Fig. 1: The figure shows the construction of super images from volumetric data.
We rearrange the depth dimension by assembling the slices together to gener-
ate the super image. It is then fed to a 2D segmentation network. The model
yields the prediction mask which is then rearranged back to the original shape.
Note that the volumetric prediction mask shows a tumor region for visualization
purposes.

With that in mind, we generate SIs from volumetric data by taking slices and
stitching them together side by side in order as shown in Figure 1. Given a
3D image x ∈ RH � W � D � C , where H is the height, W is the width, D is the
depth, and C is the number of channels, the depth dimension is rearranged. The
resulting image s ∈ RĤ � Ŵ � C is now 2D, where Ĥ = H×sh, and Ŵ = W×sw; sh
and sw represent the degree by which the height and width should be rearranged
respectively to generate a grid size of sh × sw. As a demonstration, the size of
80 × 80 × 48 × 2 (2 for both CT and PET slices), having 48 as the depth,
can be considered with sh of 6 and sw of 8, thus generating the SI in the
dimensions of 480× 640× 2, as shown in Figure 1. 2D U-Net (or any other 2D
segmentation model for that matter) can then be applied on these SIs to perform
the segmentation.

2.3 Implementation Details

For our experiments, we used two NVIDIA RTX A6000 (48GB) GPUs, and the
implementation was done utilizing the PyTorch library. We ran all the exper-
iments for 100 epochs. An AdamW optimizer with the initial learning rate of
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Table 1: The table shows the results of vanilla 3D U-Net (comparison target) to
SI-based 2D U-Net on the HECKTOR training/validation dataset. The results
are the mean and standard deviation of 5-fold cross validation.
Model Image Size sh sw DSC Precision Recall
3D U-Net 144× 144× 144 - - 0.718±0.055 0.749±0.050 0.747±0.0675
2D U-Net 144× 144× 144 12 12 0.700±0.070 0.731±0.046 0.731±0.075

3D U-Net 80× 80× 48 - - 0.779±0.031 0.787±0.021 0.822±0.039
2D U-Net 80× 80× 48 8 6 0.778±0.033 0.799±0.021 0.810±0.044
2D U-Net 80× 80× 48 6 8 0.777±0.034 0.793±0.018 0.816±0.044
2D U-Net 80× 80× 48 12 4 0.770±0.030 0.809±0.037 0.801±0.055
2D U-Net 80× 80× 48 4 12 0.759±0.043 0.790±0.016 0.797±0.062
2D U-Net 80× 80× 48 24 2 0.744±0.044 0.765±0.027 0.809±0.047
2D U-Net 80× 80× 48 2 24 0.762±0.035 0.779±0.023 0.809±0.052

0.001, and weight decay of 0.00001 was used, and a cosine annealing schedule
that starts with the initial learning rate, decreasing it to the base learning rate of
0.00001, and resetting it after every 25 epochs was chosen to control the learning
rate. The batch size was set to 4, 8, and 16 depending on the architecture and
dataset. The evaluation metric was primarily a dice similarity coefficient (DSC),
and additional precision and recall were also calculated.

2.4 Experiments and Results

To verify this new approach to dealing with volumetric data, we used two differ-
ent datasets. For the HECKTOR dataset, two settings were explored: (i) with the
initial size of 144×144×144mm3, and (ii) the cropped size of 80×80×48mm3.

Table 2: The table shows the results of vanilla 3D U-Net (comparison target) to
SI-based 2D U-Net on the atrial segmentation training/validation dataset. The
results are the mean and standard deviation of 4-fold cross validation. PT stands
for 2D U-Net pretrained on ImageNet1k, and A stands for augmentations.
Model Image Size sh sw DSC Precision Recall
3D U-Net 512× 512× 88 - - 0.893±0.011 0.898±0.011 0.894±0.024
2D U-Net 512× 512× 88 11 8 0.812±0.047 0.902±0.038 0.785±0.050

2D U-Net 512× 512× 64 8 8 0.851±0.039 0.913±0.018 0.822±0.063
PT 512× 512× 64 8 8 0.895±0.013 0.872±0.092 0.878±0.035
PT&A 512× 512× 64 8 8 0.901±0.008 0.919±0.018 0.890±0.029

For the HECKTOR dataset, 5-fold cross validation was used, and the mean
and standard deviations are reported in Table 1. In the first setting, both the 3D
U-Net with volumetric data and 2D U-Net with SIs were training using random
initialization. The 3D U-Net achieved the DSC score of 0.718, precision of 0.749,


