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Fig. 5. Visualization of the searched representative keypoints and the attention heatmaps of different attention heads in cross-attention from
our proposed SAM-DETR++. The searched representative keypoints mostly fall around objects of interest, and typically fall on the positions with
the most distinctive features for recognition or localization, like object extremities or central points. Our method’s attention heatmaps are much
more focused compared with the original DETR without semantic-aligned matching, which proves the effectiveness of our approach in relieving the
complication in the matching processes between object queries and encoded image features, which accelerates DETR’s convergence. Red-colored
arrows highlight those fine details in attention heatmaps. Zoom-in may be required to view details.

4.5.1 Compatibility with SMCA-DETR
SMCA-DETR [11] replaces DETR’s original cross-attention
module with Spatially Modulated Co-Attention (SMCA),
which estimates the position of each object query, and then
applies a series of 2D-Gaussian weight maps to constrain
the attention responses in different attention heads. Both
the center locations and the scales for SMCA’s 2D-Gaussian
weight maps are predicted from the corresponding ob-
ject query embeddings. SMCA [11] effectively accelerates
DETR’s convergence by imposing spatial constraints to the
SMCA module.

To integrate SMCA [11] into our proposed SAM-
DETR++, we make one minor modification to the SMCA
mechanism: we adopt the coordinates of the M representa-
tive keypoints as the central locations for the 2D Gaussian
weight maps. The scales of the weight maps are also pre-
dicted from the region features in parallel to the central
locations. Experiment results in Section 5.3 validate the
complementary effect between our proposed SAM-DETR++
and SMCA [11].

4.5.2 Compatibility with DN-DETR
The recently proposed DN-DETR [30] introduces a novel
de-noising training strategy to speed up DETR’s training

procedure, which is also complementary to our approach
without any adaptation. Experiment results in Section 5.3
also validate the complementary effect between our pro-
posed SAM-DETR++ and DN-DETR [30].

5 EXPERIMENTS

5.1 Experiment Setup

Dataset and Evaluation Metrics. Following prior works [5,
9, 10, 11, 12, 13, 55], we mainly perform the experiments on
the COCO 2017 dataset [7], using the ∼117k images in the
train2017 set for training and the 5k images in the val2017
set for evaluation. We adopt the standard metrics defined
by COCO to evaluate the performance of object detection.

Implementation Details. SAM-DETR++’s implementa-
tion details mostly align with the original DETR [5] and
other prior works [9, 10, 11, 12, 55]. We use ImageNet-
pretrained [78] ResNet-50 [79] as the backbone network. All
experiments are performed on servers with 8×Nvidia V100
GPUs. We train our models with AdamW optimizer [80, 81].
The batch size is set to 16 for training, except when ResNet-
50-DC5 is used as the backbone, the batch size is set to 8. The
initial learning rate is 1×10−5 for the backbone parameters
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TABLE 1
Object detection performance under the 12-epoch (1x) training schedule on COCO val 2017.

Method multi-scale #Epochs #Params (M) GFLOPs AP AP50 AP75 APS APM APL

• Backbone: ResNet-50 (Single-Scale Features)
Faster-R-CNN-R50 [2] 12 34 547 35.7 56.1 38.0 19.2 40.9 48.7
DETR-R50 [5] ‡ 12 41 86 22.3 39.5 22.2 6.6 22.8 36.6
Deformable-DETR-R50 [9] 12 34 78 31.8 51.4 33.5 15.0 35.7 44.7
Conditional-DETR-R50 [10] 12 44 90 32.2 52.1 33.4 13.9 34.5 48.7
SMCA-DETR-R50 [11] 12 42 86 31.6 51.7 33.1 14.1 34.4 46.5
SAM-DETR-R50 (Ours) 12 57 107 34.2 55.8 35.3 15.0 37.7 52.5
SAM-DETR-R50 w/ SMCA (Ours) 12 57 107 37.0 58.0 38.5 17.8 40.3 56.1

• Backbone: ResNet-50-DC5 (High-Resolution Features)
Faster-R-CNN-R50-DC5 [2] 12 166 320 37.3 58.8 39.7 20.1 41.7 50.0
DETR-R50-DC5 [5] ‡ 12 41 187 25.9 44.4 26.0 7.9 27.1 41.4
Deformable-DETR-R50-DC5 [9] 12 34 128 34.9 54.3 37.6 19.0 38.9 47.5
Conditional-DETR-R50-DC5 [10] 12 44 195 35.9 55.8 38.2 17.8 38.8 52.0
SMCA-DETR-R50-DC5 [11] 12 42 187 32.5 52.8 33.9 14.2 35.4 48.1
Anchor-DETR-R50-DC5 [12] 12 39 151 37.1 57.8 39.1 19.0 40.8 51.4
DAB-DETR-R50-DC5 [55] 12 44 216 38.0 60.3 39.8 19.2 40.9 55.4
DN-DETR-R50-DC5 [30] 12 44 216 41.7 61.4 44.1 21.2 45.0 60.2
SAM-DETR-R50-DC5 (Ours) 12 57 229 39.1 59.9 41.2 20.9 42.8 55.5
SAM-DETR-R50-DC5 w/ SMCA (Ours) 12 57 229 41.3 61.6 43.6 22.1 44.9 59.2
SAM-DETR-R50-DC5 w/ DN (Ours) 12 57 229 42.3 61.7 45.2 22.8 45.7 60.0
SAM-DETR-R50-DC5 w/ SMCA + DN (Ours) 12 57 229 43.7 63.0 46.8 24.3 47.4 61.4

• Backbone: ResNet-50 (Multi-Scale Features)
Faster-R-CNN-R50-FPN [2, 75] X 12 42 180 37.9 58.8 41.1 22.4 41.1 49.1
Cascade-R-CNN-R50-FPN [31, 75] X 12 69 230 40.4 58.9 44.1 22.8 43.7 54.0
FCOS-R50 [4] X 12 32 201 38.6 57.2 41.7 23.5 42.8 48.9
Sparse-R-CNN-R50-FPN [77] X 12 106 166 40.1 59.4 43.5 22.9 43.6 52.9
Deformable-DETR-R50 [9] X 12 40 173 37.2 55.5 40.5 21.1 40.7 50.5
SMCA-DETR-R50 [11] X 12 40 152 35.0 54.1 37.8 18.7 37.7 48.1
SAM-DETR++-R50 (Ours) X 12 55 203 41.9 60.5 45.3 24.6 45.5 57.4
SAM-DETR++-R50 w/ SMCA (Ours) X 12 55 203 43.2 61.5 46.5 25.5 46.5 58.6
SAM-DETR++-R50 w/ SMCA + DN (Ours) X 12 55 203 44.8 62.6 47.9 26.7 48.2 60.9

‘‡’ denotes the original DETR baseline [5] with increased number of object query (100→300) and focal loss as the classification loss function.

and 1×10−4 for the other parameters. The weight decay is set
to 1×10−4. Two training schedules are experimented: (i) the
12-epoch (1x) schedule that is widely adopted in ConvNet-
based detectors [2, 75, 8, 4], where the learning rate decays
at the 10th epoch; (ii) the 50-epoch schedule that is often
used in Transformer-based detectors [9, 10, 11, 12, 55],
where the learning rate decays at the 40th epoch. Model-
related hyper-parameters (e.g., feature channel dimension,
number of encoder and decoder layers) remain the same
with DETR [5], except we make two minor modifications
following some recent works [9, 74, 10, 11, 12] to improve
DETR’s convergence speed: the number of object queries
N is increased from 100 to 300; the sigmoid focal loss [8] is
adopted as the classification loss instead of the cross-entropy
loss. These two modifications are also applied to the original
DETR [5] for a fair comparison with the baseline.

The same data augmentation used in prior works [5, 9,
10, 12, 55, 13] is adopted, which includes random resize,
horizontal flip, and random crop. We constrain the training
images’ longest sides to be less or equal than 1333 pixels
and the shortest sides to be larger or equal than 480 pixels.

5.2 Visualization and Analysis
Fig. 5 visualizes the representative keypoints searched by
the proposed Semantics Aligner as well as their corre-
sponding attention heatmaps generated from the subse-
quent multi-head cross-attention module. We also compare
the attention heatmaps with the ones generated from the

original DETR [5]. Results are obtained under the 12-epoch
(1x) training schedule using ResNet-50 [79].

The visualization shows that the searched representative
keypoints mostly fall around the target objects, and typically
at those representative positions with the most distinctive
features, such as object extremities or central points. The
attention response heatmaps generated by the subsequent
cross-attention modules also show high responses on those
searched representative keypoints accordingly. In addition,
compared with the original DETR [5], our method shows
clearly more precise and focused responses, which validates
that the proposed semantic-aligned matching mechanism
successfully facilitates the matching of object queries with
appropriate regions for distillation of relevant instance-level
features, thus accelerating DETR’s convergence.

5.3 Experiment Results

This subsection presents experiment results under two
different training schedules. Here, we denote our pro-
posed method with multi-scale feature fusion included
as SAM-DETR++, and denote our method without multi-
scale feature fusion as SAM-DETR. It is noteworthy that
SAM-DETR is identical to its CVPR’ 2022 conference ver-
sion [13], except that we remove dropout [76] as discussed
in Section 4.4.

Results under the 12-epoch (1x) Schedule. We first
present object detection results under the short 12-epoch


