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ABSTRACT Particulate matter smaller than 2.5 microns (PMj5) is one of the main pollutants that
has considerable detrimental effects on human health. Estimating its concentration levels with ground
monitors is inefficient for several reasons. In this study, we build a digital twin (DT) of an atmospheric
environment by fusing remote sensing and observational data. An integral part of the DT pipeline is the
presence of feedback that can influence future input data. Estimated values of PMj 5 obtained from an
ensemble of Random Forest and Gradient Boosting are used to provide recommendations for decreasing the
agglomeration levels. We formulate a simple optimization problem for suggesting the recommendations and
identify possible action policies, such as cloud seeding, scheduling of air filtering, and SMS notifications.
The PM, 5 estimation part of the proposed DT pipeline has achieved RMSE and R? of 38.94 and 0.728
(95%, CI10.717-0.740). In addition, we investigate different approaches for quantitatively examining the

contribution of each independent variable.

INDEX TERMS PM,; s, digital twins, satellite data, health risk, air pollution.

I. INTRODUCTION

The problem of air pollution remains one of the greatest
environmental risks on Earth. According to the World Health
Organization (WHO) statistics [1], 4.2 million deaths every
year result from exposure to surrounding air contamination,
and 9 out of 10 people globally live where air quality is
significantly above WHO guideline limits. Nitrogen dioxide,
particulate matter, sulfur dioxide, and carbon monoxide are
among the biological or physical substances which alter the
natural properties of the atmosphere. Particulate pollutants
smaller than 2.5 micrometers are known to be one of the most
hazardous contaminants. Being tiny allows them to be easily
inhaled and stay inside the lungs, which usually causes vari-
ous respiratory, and cardiovascular diseases, including mortal
ones [2], [3]. Therefore, the estimation of PMj;s and the
development of preventive policies are substantial research
questions in this field.
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Existing ground monitors for PM; 5 have many limitations
as being absent in many countries and regions [4] and being
expensive in terms of management and resources. They do
not meet the requirements of widespread coverage and low
latency, which hinders the possibility of taking precaution-
ary measures. The development of models for forecasting
PM3 5 concentration levels based on remote sensing data and
or other meteorological variables is a promising solution.
Many attempts have been made to construct such approaches.
According to Chu et al. [5], methods involving satellite data,
developed in or before 2016, have mostly used the next
models: Multiple Linear Regression (MLR), Mixed-Effect
Model (MEM), Chemical Transport Model (CTM), and Geo-
graphically Weighted Regression (GWR). They concluded
that each model had advantages and disadvantages based on
usage scenarios. However, in terms of predictive performance
MEM performed the best and can be suitable for scarce data,
while MLR exhibited the worst results. CTM was better for
global-scale predictions, and GWR showed better results at
the local level. The authors also emphasize the importance of
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using auxiliary meteorological variables with land use infor-
mation for boosting models’ forecasting capacity. With the
rise of more sophisticated machine learning (ML) techniques,
including deep learning (DL) models, trends for estimating
PMj; 5 have shifted. Furthermore, boundaries for the practical
application of PM» 5 estimation methods are not concretized
yet. The number of studies focusing on the modeling of the
problem is large, whereas there are not many that focus on
further integration of approaches into a broader framework.
Recently, the concept of Digital Twins (DT) has attracted
much more attention. A digital twin is a digital replica of a
living or non-living object, structure, environment, or event
with a requirement of bidirectional information exchange.
In a DT pipeline, feedback from a model is used for making
insightful, preventive, or foreseeing decisions. In the con-
text of air quality control, and PM; 5 specifically, questions
regarding the usage of model predictions for taking precau-
tionary actions, and automating them remain open.

Our contributions:

o We build a digital twin of a non-living entity (atmo-
spheric environment).

o PM> 5 levels estimation model for 5 x 5 km districts in
three cities is proposed.

« We investigate action policies for decreasing pollutant
levels.

o The most influential features of the given datasets are
identified based on two algorithms.

Il. RELATED WORK

Details of relevant studies for pollutant level estimation and
Digital Twins (DT) and their potential merits and drawbacks
are analyzed in this section.

A. PM, 5 PREDICTION

1) CLASSICAL ML METHODS

PM;5 concentration prediction has been investigated
using a variety of effective machine learning methods.
ML approaches, for which satellite-derived AOD data has
been used for training, have achieved significant improve-
ment in predictive performance compared to previous con-
ventional methods. Zamani et al. [6] proposed a model for
estimating PM s levels in Tehran, Iran based on a com-
bination of Random Forest (RF), Extreme Gradient Boost-
ing (XGBoost), and Deep Neural Network (DNN). The
authors investigate 23 different variables, including widely
distributed ground-based PM; 5 measurements, meteorolog-
ical data, and remote sensing Aerosol Optical Depth (AOD)
at 3 km and 10 km spatial resolution from 2015 to 2018.
A considerable fraction of entries (96%) for AOD at 3 km
resolution was missing and the authors excluded it for some
experiments. This is the first study of its kind to look into the
significance of the features that have the greatest impact on
PM,, 5 prediction. The study reports that the XGBoost method
has demonstrated the highest model performance (R? = 0.8,
MAE = 10.0 ug/m?, and RMSE = 13.62 ug/m?®). Based
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on different methods for evaluating feature importances, the
authors conclude that historical observations of PM» 5, wind
speed, visibility, day of the year, altitude, and temperature
are one of the most influential factors for forecasting air
agglomeration levels for the given region.

Ma et al. [7], also utilize XGBoost for estimating the
same pollutant mass concentrations in Shanghai, China. They
use ground measurements of meteorological conditions and
data from the operational air quality numerical prediction
system (WRF-Chem) at the Shanghai Meteorological Service
(SMS). Similarly, Masood et al. [8] use two different ML
models to predict daily PM» 5 concentration over a period of
2 years in Delhi, India. The authors propose Artificial Neural
Network (ANN) and Support Vector Machine (SVM). This
study used multiple meteorological parameters as input to
their model with a total of 687 data points. The authors report
that ANN is capable of outperforming other ML methods and
achieves an MSE of 0.0191. However, comparative examina-
tion in this study is done with a small dataset.

In light of the approaches that focused on a single ML
model for the final prediction, the employment of an ensem-
ble approach that utilizes multiple methods to obtain a better
final prediction is essential. Yazdi et al. [9] has introduced
an ensemble ML approach for daily PMj s prediction that
included predictions from three different ML models: REF,
a gradient boosting machine (GBM), and a k-nearest neighbor
(KNN). The paper shows the results of extensive experiments
ran separately on each approach. The individual machine
learners are ensembled using a generalized additive model
(GAM). A total of 27 covariates are used to train the models
over a period of 9 years. The authors use ten-fold cross-
validation for evaluation. The proposed model performs well,
with R? of 0.828. However, for spatial variability prediction,
R? drops to 0.396. The authors believe that it is attributable
to the area’s lower spatial variance in pollution levels.

2) DEEP LEARNING METHODS

Original works for estimating PM> s involving deep learning
methods started appearing in 2016 and further escalation has
been observed in the following years.

Li et al. [10] propose to combine Convolutional
Neural Network with a Long Short-term Memory model
(CNN-LSTM) for forecasting the pollutant concentration for
the next 24 hours in Beijing. The authors use 1D convolutions
for feature extraction and LSTM for modeling temporal
interdependencies between meteorological variables, such as
temperature, atmospheric pressure, wind direction, accumu-
lated hours of rain and snow, wind speed, dew point, and
PM; 5 concentration with a total of 43800 records. They
indicate the presence of a considerable number of missing
values, and to mitigate the problem they fill in zero values.
MAE of 13.96 and RMSE of 17.93 have been reported in
this work. If the majority of the data points were miss-
ing, filling them with zeros might have affected inductive
biases learned by the model. Therefore, more sophisticated
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imputing strategies (e.g. interpolation, computations based
on the sliding window) could be used to further improve the
performance.

In a similar manner to the previous work and for the
same region, Pak et al. [11] utilize the CNN-LSTM model
with an additional spatio-temporal analysis based on Mutual
Information (MI). The data is collected from 384 monitoring
stations and contained 13152 records for each of them. Dif-
ferent from the previous work, a smaller number of features
are used. modeling starts with computing a spatio-temporal
feature vector (STFV), which is further fed into the network.
The authors indicate that this step helps to increase the overall
predictive performance of the model. RMSE of 2.997, MAE
of 2.21, and MAPE of 0.039 have been reported. The authors
conduct an extensive evaluation of the proposed model. Pre-
computing the STFV vector is an interesting addition to the
pipeline, which lets the CNN-LSTM model to easier capture
representative relationships between variables. Additionally,
the authors provide insights on how air quality and mete-
orological data affect the prediction metrics separately and
clearly show the importance of using both.

Chen et al. [12] emphasizes possible issues usually associ-
ated with datasets used for PM; 5 estimation: ineffectiveness
of conventional correlation analysis for high-dimensional
meteorological data, and frequential fluctuations in it.
To address these issues the authors have proposed a method-
ology based on a wavelet transform that decomposes different
meteorological time series into multiple lower-resolution
sub-time series with varying frequencies. They also devel-
oped an LSTM model modified with radial basis function
(RBF-LSTM) for extracting the most important features.
Feature selection based on the proposed method has been
evaluated with various models, such as RF, Decision Tree
(DT), Multilayer Perceptron (MLP), and RNN are shown to
be effective. The qualitative and quantitative analysis pro-
vided in this study underline the importance of preprocessing
and addressing issues inherent to this type of data. However,
the methods they have used might be replaced for increasing
the time efficiency of the proposed pipeline.

In another work [13], a recurrent neural network (RNN)
has been used for improving the currently used Commu-
nity Multiscale Air Quality (CMAQ) model for predicting
PM; 5 amounts in Seoul metropolitan area in Korea. Air
quality data and surface meteorological variables, like sur-
face pressure, air temperature, meridional wind, zonal wind,
relative humidity, and dew-point temperature are considered
for modeling pollutant concentrations. The RNN-CMAQ
approach outperforms and corrects statistical biases present
in CMAQ-only predictions, such as overestimations due to
small or large peaks of particulate concentrations. Overall, the
modified model exhibited 50% lower MAE than the original
method. The main limitation of RNN is the absence of a
straightforward option for computing each variable’s rele-
vance. Some works have been proposed to alleviate this issue
[14], however, they usually come with large computational
requirements as they are mainly based on experiments with
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the exclusion or inclusion of the specific variable and eval-
uation of corresponding results from such changes. Though
pure RNN can capture temporal interdependencies more effi-
ciently than classical approaches, it requires a more sophisti-
cated training procedure and is more prone to the problem of
vanishing gradients.

Overall, deep learning techniques have attracted more
attention for PM; 5 estimation and have shown promising
results, but classical ML approaches still outperform DL
models on time-series data [15].

B. DIGITAL TWINS

Digital Twins (DT) have been first introduced in 2003 [16],
[17]. The concept itself is defined in various ways by different
authors. For example, El-Saddik et al. [18] defines the DT
concept as a virtual representation of any living or non-living
entity. In a similar manner, NASA [19] has proposed the
following definition - “A Digital Twin is an integrated mul-
tiphysics, multiscale, probabilistic simulation of an as-built
vehicle or system that uses the best available physical models,
sensor updates, fleet history, etc., to mirror the life of its
corresponding flying twin”".

A digital twin consists of three parts: physical objects,
virtual objects, and connected data. An important part of the
DT pipeline is interaction. Feedback or prediction from it can
affect the future input data. As a complete system, in general,
DT should have the following characteristics [18], [20]:

1) Unique identifier. To connect with their twin, digital
twins should have unique identifiers.

2) Trust. Real twins must be able to trust their digital twin
for them to conduct sensitive responsibilities.

3) Privacy and security. Ethical and privacy concerns
should be taken into account while designing the DT.

4) Real-time reflection. It is important to combine dif-
ferent kinds of physical object data so that real-time
mapping of physical things can continue.

5) Sensors and actuators. The actual living or non-living
entity that is being twinned may have sensors that
enable its digital copies to imitate their senses, includ-
ing sight, hearing, taste, smell, and touch.

6) Interaction and convergence. It coexists with the
entire lifecycle of physical objects and evolves
alongside it.

7) Evolution and iteration. It is capable of not only
describing but also optimizing physical objects using
an iterative virtual model.

8) Representation. Depending on the application, digital
twins could have a virtual representation such as a holo-
gram, or even a humanoid social robot. They could also
be software components with no real representation.

As discussed earlier, although the number of studies focus-
ing on the modeling of the problem is large, there is a lack
of focus on further integration of approaches into a broader
framework. One potential direction is to integrate the system
into a framework based on the DT paradigm.
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Many studies have researched and analyzed digital twins
up to date [16], [21]. The digital twin is currently uti-
lized mostly in product design and service management,
manufacturing, agriculture, and real-time equipment moni-
toring in the industry [22], [23], [24], [25]. The digital twin
concept combined with a weather forecast system is not
described in any research papers or technical reports.

ill. METHODOLOGY

Overall DT pipeline (Figure 1) involves data from multiple
sources, which require specific preprocessing steps. Next,
the merged data is used to estimate the pollutant concen-
trations. Agglomeration levels are further used to generate
recommendations based on user input, and potential action
policies are suggested. Details of each step are outlined in this
section.

A. STUDY AREA

Three urban areas that represent different parts of the world,
namely South Coast Air Basin, Delhi, and Taipei, are
included in this study. The number of city districts available
for each of the three studied locations is 33, 14, and 7. The
study period is from Feb. 2018 to Aug. 2021.

1) LOS ANGELES (SOUTH COAST AIR BASIN)

The South Coast Air Basin (SCAB or SoCAB), Califor-
nia. One of California’s recognized regional air basin areas.
A large portion of the Greater Los Angeles Area, which has
a population of over 18 million and generates close to a third
of the state’s total emissions of criterion pollutants, is located
in the region, which has an approximate area of 17100 km?.
Located 43.6 meters above sea level, South Coast Air Basin.
SCAB is supported by five Lead (Pb) air monitoring stations
with single-pollutant source effects.

2) DELHI

is a city and union territory in India that contains New Delhi,
the nation’s capital. It has a surface area of 1,484 km? [26].
The population of Delhi is over 11 million people. 13 of
the 1600 cities reviewed by the World Health Organization
(WHO) were among the top twenty most polluted cities,
with Delhi leading the list for PMj 5 concentrations with
levels at least 10 times higher than Washington, DC, and
three times higher than Beijing [27]. In Delhi, the residential,
transportation, and industrial sectors are mostly responsible
for PM3 5 production.

3) TAIPEI

The Taipei region is in eastern China, with rugged terrain and
a temperate continental monsoon climate. It has become a
hotspot for environmental research such as aerosol monitor-
ing and air pollution assessment due to severe air pollution.
As aresult, the Taipei region was chosen as the focus of this
study.
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B. SATELLITE DATA

1) MULTI-ANGLE IMPLEMENTATION OF ATMOSPHERIC
CORRECTION (MAIAC)'

Using data from the two Moderate Resolution Imaging
Spectroradiometer (MODIS) satellite sensors, the MAIAC
algorithm produces high-resolution aerosol and land sur-
face reflectance reports. MAIAC has undergone signifi-
cant changes for better cloud/snow identification, aerosol
retrievals, and atmospheric correction of MODIS data.

2) THE PHYSICAL CONCEPT OF MAIAC

To optimize all stages of MAIAC processing, it concentrates
on a precise characterization of the surface background since,
given the daily rate of global MODIS observations, the sur-
face changes more slowly than aerosols and clouds. To use
polar-orbiting data and monitor the same grid cell over time,
MAIAC first grids MODIS measurements to a fixed grid
with 1 km precision. Several HDF4-format atmospheric and
surface products, including daily MCD19A2 products, are
provided by MAIAC.

The MCD19A2 Version 6 product contains daily AOD
information at different bands at 1 kilometer (km) pixel
resolution. The atmospheric properties and view geome-
try used for generating the MAIAC Land Surface Bidirec-
tional Reflectance Factor (BRF) or surface reflectance, the
MCD19A1 product, are provided by the MCD19A2 product.
The MCD19A2 contains several scientific layers, such as fine
mode fraction over water, column water vapor over land and
clouds (in cm), smoke injection height (m above ground),
AOD QA, and the AOD model at 1km, cosine of the solar
zenith angle, the cosine of the view zenith angle, the relative
azimuth angle, the scattering angle, and the glint angle at
Skm. Figure 2 displays a low-resolution image of the AOD
of the blue band at 0.55 m.

C. METEOROLOGICAL DATA

The National Centers for Environmental Prediction (NCEP)
developed the Global Forecast System (GFS), a weather fore-
casting model that produces data for numerous atmospheric
and land-soil variables including temperatures, winds, precip-
itation, soil moisture, and atmospheric ozone concentration.
The system incorporates four separate models (atmosphere,
ocean, land/soil, and sea ice) to accurately explain meteoro-
logical conditions. GFS data? is distributed in grib2 format at
0.25° resolution.

Total cloud cover, Dewpoint Temperature, Pressure, Zonal
Wind, Snow Depth, Temperature, Potential Evaporation Rate,
Water Runoff, Relative Humidity, Winds, Total Precipita-
tion, Ice Cover, Pressure reduced to Mean Sea Level (MSL),
Meridional Wind, and Total Cloud Cover are among the
dataset layers found in GFS.

1 https://Ipdaac.usgs.gov/products/med19a2v006/
2https ://rda.ucar.edu/datasets/ds084.1/
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FIGURE 1. Schematic illustration of the DT pipeline.
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FIGURE 2. Example images from MCD19A2 product.

121°wW 116°W 111°w 106°W

D. DATA PREPROCESSING

1) SATELLITE DATA

AOD data is in HDF format [28] and appropriate preprocess-
ing steps are outlined further: 1) layer extraction - selection
of the necessary variable information only, 2) offsetting and
scaling 3) construction of the grid in WGS84 (EPSG:4326)
coordinate system, 4) subsetting the geographical region of
interest. As the data is in a raster format, mean, 95th per-
centile, min, max, standard deviation, and variance of AOD
values were extracted. The main problem with AOD data
is missing values (Table 1). We experiment with several
approaches for time series imputation among which linear
interpolation performed the best (Table 2). Data is interpo-
lated for each city district separately while ensuring proper
placement of data points (sorting by date).

2) METEOROLOGICAL DATA
GFS data variables are selected based on the next investiga-
tions. Lit et al. [29] indicate that meteorological factors might

14452
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TABLE 1. Missing AOD data statistics.

Variable Missing %
Optical Depth 055 66.33
Optical Depth 047 66.34
Column WV 35.29
AOD Model 66.34
AOD QA 21.98
AOD Uncertainty 35.057
Injection Height 96.72
Fine Mode Fraction 100

considerably affect PM3 5 concentration levels, and summa-
rize correlation levels for rainfall, precipitation, wind speed,
humidity, wind direction, atmospheric stability, relative
humidity, daily average temperature, minimum temperature,
and maximum temperature. More specific product descrip-
tions are available in Table 3. GFS data is aggregated con-
cerning the product specifications. Since satellite and GFS
data have different resolutions, coordinates for each district
in three locations are rounded to the nearest GFS coordinate
to join with AOD values.

3) FEATURE ENGINEERING

We experiment with additional date features, geographical
coordinates as attributes, mean encoding for each grid id, and
derive wind magnitude from GFS features (# and v compo-
nents of wind).

In addition to the main date features, such as day of the
year, month, and year, we add more: week of the month,
boolean indicators of a start or end of the month, quarter,
year. Geographical coordinates are incorporated to include
information about regional differences. Target encoding has
been performed on district ids. Lastly, wind magnitude
has been computed from appropriate GFS variables in the
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2) RF IMPORTANCES

Importance scores based on RF are computed as the accumu-
lation (mean, std) of how much each feature has contributed to
the decrease in variance at each split in each tree. In decision
trees, each node represents an optimal data-splitting condition
to decrease variance within a split group. This allows us to
determine how significant each feature is for the given task
and dataset.

H. METRICS

Root-mean-square error (RMSE) and R? are used as the
main evaluation metrics for forecasting accuracy in this work.
RMSE is defined as follows:

RMSE =

% > i —f)?
i=1

where y; and f; represent ground truth values and predicted
values respectively. R? indicates the proportion of variances
in the dependent variable explained by independent variables
and is defined as follows:

RSS

_Rss S0 = f)*
TSS

Z?:l()’i - )_’)2
where RSS is the residual sum of squares and TSS is the total
sum of squares.

RZ=1

IV. RESULTS AND EVALUATION

Results of experiments for establishing baseline scores with
the linear models are provided in Table 5. Maximum R? of
0.47 was achieved by SVR with radial basis function kernel.

Results of the main experiments are summarized in Table 4.
Training the RF model with default hyperparameters with
only AOD data, in which entries with any missing values are
dropped, yields RMSE and R2 of 87.70, 0.376, and 81.01,
-0.175 on the validation set and test set respectively. Even
though GFS data has a lower resolution, adding meteorolog-
ical features significantly boosts the model’s generalization
capability resulting in the test RMSE and R? of 46.76 and
0.608 (95% CI, 0.594-0.623). Such impact underlines the
importance of incorporating climatic descriptors in PM» 5
estimation systems. Further, missing points were imputed
with linear interpolation. Combining predictions of RF, tuned
with Optuna framework, and GB results in lower RMSE (-6)
and increased R> (40.1) on the test set. Additional feature
engineering helps to explain 72% of the variance in the test
set and to decrease RMSE below 39.

The most significant variables (7) based on RF feature
importances (Figure 3) and SHAP values (Figure 4) for the
given data and task are grid ids encoded with global mean
values, pressure, month in the year, precipitation rate per day,
apparent temperature, sunshine duration and a categorical
indication of rain for the given day. Mean encoding incorpo-
rates historic global values into the model’s decision-making
process, which might explain its highest contribution score.
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TABLE 5. Summary of results for linear models on the validation set.

Model R?

LR 0.384
SVR (RBF kernel) 0.476
SVR (Linear kernel) 0.406
SVR (Polynomial kernel) 0.415
Lasso -0.049
Ridge 0.337
ElasticNet -0.049

Feature Importances

mean_encode_grid II—
sp I
month I
prate_max I
t I
sunsd I
cat_rain_max I
Optical_Depth_055_avg I
Optical_Depth_055_p95 I
Optical_Depth_055_max I
prate_mean I
Column_WV I
Optical_Depth_055_min I
tozne NN
gust I
max_lon I
wind_magnitude I
min_lat I
min_lon
max_lat I
v I

year I
u

orog N

day N

cat_rain_mode |
grid_id_encoded |

0.000 0.025 0.050 0.075

Relative Importance

0.100

FIGURE 3. Random Forest feature importances. Descriptions of feature
names can be found in Table 6.

For AOD variables, interpolation of most of their values
might have decreased their importance scores.

As we do not construct criteria or protocols for assessing
the effectiveness of the policies, quantitative evaluations for
them are not provided. Explanations are further outlined in
the discussion section of this work.

V. DISCUSSION
In this section, we outline the limitations of this work and
related future research directions.

The recommendation-feedback part of the overall pipeline
requires means of assessment. Such a method based on sim-
ulation or any other technique was not implemented, which
does not allow for objectively evaluating proposed action
policies. In addition, making this part of the DT more intel-
ligent by using data-driven approaches, or more complex
models, such as Neural Networks seems like an interest-
ing direction to investigate further. For example, MLP can
be used to formulate the inverse problem for making more
reliable recommendations. Besides, there is no computation-
ally established relationship between recommendations and
policy to follow.
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mean_encode_grid

pratekm:: ne & A. .
sunsd - h'
month
t —4—’—-——
cat_rain_max — ',-_
Optical_Depth_055_p95 *.h_____
prate_mean _......_.’.._
Optical_Depth_055_avg e ——
Optical_Depth_055_max e O ——
Column_WV —
min_lat e r——
Optical_Depth_055_min —gi o
gust +
wind_magnitude *
max_lon <*ja—
min_lon "’h
max_lat 44—
tozne -‘0——

20 -10 0 10 20 30
SHAP value (impact on model output)

FIGURE 4. SHAP feature importances. Descriptions of feature names can
be found in Table 6.

TABLE 6. Descriptions of feature names.

27 km (0.25 degree) resolution meteorological data (GFS).
We use estimated values of PMj 5 for 33, 14, and 7 5 x
5 km districts in Los Angeles, Delhi, and Taipei to provide
recommendations for decreasing them to more healthy lev-
els by formulating a simple optimization problem. Further,
possible policy actions to follow are investigated. The esti-
mation part of the DT pipeline has achieved RMSE and R? of
38.94 and 0.728 (95% CI, 0.717-0.740). The most influential
parameters for the given dataset are identified based on two
relevant algorithms. Recommendation and feedback parts
require additional investigation for constructing evaluation
techniques and will be future research directions to focus on.
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